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1
SIMULATING PERFORMANCE OF VIRTUAL
CAMERA

BACKGROUND

1. Field of the Invention

The present invention relates to motion pictures and video
games, and more specifically, to simulating performance of a
virtual camera operating inside scenes generated for such
motion pictures and video games.

2. Background

Motion capture systems are used to capture the movement
of real objects and map them onto computer generated
objects. Such systems are often used in the production of
motion pictures and video games for creating a digital repre-
sentation that is used as source data to create a computer
graphics (CG) animation. In a session using a typical motion
capture system, an actor wears a suit having markers attached
at various locations (e.g., having small reflective markers
attached to the body and limbs) and digital cameras record the
movement of the actor. The system then analyzes the images
to determine the locations (e.g., as spatial coordinates) and
orientations of the markers on the actor’s suit in each frame.
By tracking the locations of the markers, the system creates a
spatial representation of the markers over time and builds a
digital representation of the actor in motion. The motion is
then applied to a digital model, which may then be textured
and rendered to produce a complete CG representation of the
actor and/or performance. This technique has been used by
special effects companies to produce realistic animations in
many popular movies and games.

SUMMARY

The present invention provides for simulating performance
of'avirtual camera operating inside a 3-D environment having
scenes generated for motion pictures and video games.

In one embodiment, a method for simulating performance
of a virtual camera operating inside a 3-D environment is
disclosed. The method including: tracking position and ori-
entation of an object within a physical volume of space;
placing the virtual camera within the virtual 3-D environment
corresponding to the tracked position of the object within the
physical volume of space; capturing shots within a field of
view of the virtual camera, wherein the field of view of the
virtual camera is measured in accordance with the tracked
position and orientation of the object; and displaying the
captured shots of the 3-D environment captured with the
virtual camera.

In another embodiment, a method for simulating move-
ment of avirtual camera in a virtual environment is disclosed.
The method including: receiving a video file including the
virtual environment; tracking a physical camera operated by
a camera operator to generate position and orientation of the
physical camera; simulating the movement of the virtual cam-
era within the virtual environment using the generated posi-
tion and orientation of the physical camera.

In another embodiment, a system for simulating perfor-
mance of a virtual camera operating inside a 3-D environment
is disclosed. The system including: a position tracker config-
ured to track position of a physical camera operating within a
physical volume of space; an orientation tracker configured to
track orientation of the physical camera; a processor includ-
ing a storage medium storing a computer program comprising
executable instructions that cause said processor to: receive a
video file including the virtual environment; track a physical
camera operated by a camera operator to generate position
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and orientation of the physical camera; simulate the move-
ment of the virtual camera within the virtual environment
using the generated position and orientation of the physical
camera; and a display configured to display the captured shots
of'the 3-D environment captured with the virtual camera.

In a further embodiment, a computer-readable storage
medium storing a computer program for simulating perfor-
mance of a virtual camera operating inside a 3-D environment
having scenes generated for motion pictures and video games
is disclosed. The computer program including executable
instructions that cause a computer to: track position and ori-
entation of an object within a physical volume of space; place
the virtual camera within the virtual 3-D environment corre-
sponding to the tracked position of the object within the
physical volume of space; capture shots within a field of view
of the virtual camera, wherein the field of view of the virtual
camera is measured in accordance with the tracked position
and orientation of the object; and display the captured shots of
the 3-D environment captured with the virtual camera.

Other features and advantages of the present invention will
become more readily apparent to those of ordinary skill in the
art after reviewing the following detailed description and
accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows a physical volume of space for tracking a
physical camera to simulate performance of a virtual camera
operating within scenes generated for motion pictures and
video games.

FIG. 2 shows one example of a physical video camera
including different control functions.

FIG. 3 shows one example setup of the physical volume of
space.

FIG. 4 is a flowchart illustrating a process for simulating
performance of a virtual camera operating inside scenes gen-
erated for motion pictures and video games.

FIG. 5 shows an example scene in a video game including
a fully-rendered movie.

FIG. 6 shows an example end-game cinematic shot in
which players are kept in first person points of view.

FIG. 7 shows one example of several different camera
angles showing a motion capture session.

FIG. 8 shows one example shot in which life-like features
are added onto the graphical characters.

FIG. 9 shows a camera operator holding a physical camera
and operating within the physical volume of space.

FIG. 10 shows another view of the physical video camera
shown in FIG. 2.

FIG. 11 shows another implementation of a physical cam-
era.

DETAILED DESCRIPTION

Certain embodiments as disclosed herein provide for meth-
ods and systems for simulating the performance of a virtual
camera operating inside the scenes generated for motion pic-
tures and video games. In some embodiments, the generated
scenes are computer animation scenes generated from motion
capture sessions described above. The performance of the
virtual camera is simulated using a physical camera which
includes all of the typical camera control functions such as
Record, Playback, Rewind, and Fast-Forward, as well as Pan,
Translation, Rotation, Zoom, and other similar functions.

After reading this description it will become apparent how
to implement the invention in various embodiments and
applications. However, although various embodiments of the
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present invention will be described herein, it is understood
that these embodiments are presented by way of example
only, and not limitation. As such, this detailed description of
various embodiments should not be construed to limit the
scope or breadth of the present invention.

With the advent of technology that provides more realistic
and life-like animation (often in 3-D environment), the video
games are becoming more of an interactive entertainment
than just a game. Motion capture sessions (similar to one
shown in FIG. 7) use a series of motion capture cameras to
capture markers on the bodies of actors, translate the captured
markers into a computer, apply them onto skeletons to gen-
erate graphical characters, and add life-like features onto the
graphical characters (see FIG. 8). In order for the players to
get immersed in the game world, they need to stay involved in
the story. By simulating the performance of a virtual camera
operating inside the scenes generated for the video games
(e.g., using motion capture camera in a motion capture ses-
sion), two forms of cinematic shots are presented to the play-
ers: a fully-rendered movie (e.g., see FIG. 5); and end-game
cinematic shots (e.g., see FIG. 6) in which the players are kept
in first person points of view to try to keep them immersed in
the game.

In one embodiment, shown in FIG. 1, position and orien-
tation of an object is tracked within a physical volume of
space 100 to simulate the performance of a virtual camera
operating within the scenes generated for motion pictures and
video games (“3-D environment”). In one configuration, the
object is a physical video camera 102 having camera control
functions such as pan, tilt, roll, pitch, yaw, translation, zoom,
focus, playback, record, and other similar control functions.
FIG. 2 shows one example of a physical video camera includ-
ing different control functions. FIG. 10 shows another view of
the physical video camera. FIG. 11 shows another implemen-
tation of the physical camera.

In one embodiment, the generated scenes in the 3-D envi-
ronment are initially captured with film cameras and/or
motion capture cameras, processed, and delivered to the
physical video camera. FIG. 7 shows one example of several
different camera angles showing a motion capture session. In
an alternative embodiment, the scenes are generated by com-
puter graphics (e.g., using keyframe animation).

In the illustrated embodiment of FIG. 1, the position of the
video camera 102 is tracked using position trackers 140
attached to the ceiling. In the illustrated embodiment of FIG.
1, the supports for the trackers 140 are laid out in a grid pattern
130. The trackers 140 can also be used to sense the orientation
of'the video camera 102. However, in a typical configuration,
accelerometers or gyroscopes attached to the camera 102 are
used to sense the orientation of the camera.

Once the scenes for the 3-D environment are generated, the
camera 102 is simulated as a virtual camera operating within
the 3-D environment by placing the virtual camera within the
3-D environment corresponding to the tracked position of the
camera 102 within the physical volume of space 100. Then,
cinematic shots are captured within the field of view of the
virtual camera, which is measure in accordance with the
tracked orientation of the camera 102. A camera operator
captures (or ‘creates’) cinematic shots desired by the director
and stores the created cinematic shots into a computer. The
created shots are displayed on the eye piece of the video
camera 102 and/or transmitted to the monitors 110 positioned
on the walls of the physical volume of space 100. Thus, the
process of ‘creating’ the cinematic shots includes: delivering
the generated scenes to the physical camera 102; tracking the
position and orientation ofthe camera 102 within the physical
volume of space 100; placing the virtual camera within the

10

15

20

25

30

35

40

45

50

55

60

65

4

3-D environment corresponding to the tracked position of the
physical camera 102 within the physical volume of space 100;
capturing shots within the field of view of the virtual camera,
wherein the field of view of the virtual camera is measured in
accordance with the tracked orientation of the camera 102;
and displaying the captured shots of the 3-D environment
within the field view of the virtual camera for viewing through
the eye piece of the camera 102 and/or the monitors 110. The
captured shots can be delivered and displayed on the video
camera by wire or wirelessly. FIG. 3 shows one example setup
of the physical volume of space 100.

In summary, a system for simulating performance of a
virtual camera operating inside a 3-D environment is
described. The system includes a position tracker, an orien-
tation tracker, a processor, and a display. The position tracker
is configured to track position of a physical camera operating
within a physical volume of space. The orientation tracker is
configured to track orientation of the physical camera. The
processor includes a storage medium storing a computer pro-
gram including executable instructions. The executable
instructions cause the processor to: (1) place a virtual camera
within a 3-D environment having scenes generated for motion
picture or video games, wherein the virtual camera is placed
within the 3-D environment corresponding to the tracked
position of the physical camera operating within the physical
volume of space; and (2) capture shots within a field of view
of the virtual camera, wherein the field of view of the virtual
camera is measured in accordance with the tracked orienta-
tion of the physical camera. The display is configured to
display the captured shots of the 3-D environment captured
with the virtual camera.

As described above, the virtual camera simulated in the
3-D environment complements the motion capture cameras
by enabling a camera operator to move forward, away from,
and around the motion captured (or keyframe animated) char-
acters or objects to create a realistic first person point of view
of'the 3-D environment. For example, F1G. 9 shows a camera
operator 900 holding a physical camera 910 and operating
within the physical volume of space (e.g., 100 in FIG. 1).
Since the camera 910 is being position tracked by trackers
above the ceiling and orientation tracked by sensors attached
to the camera 910, those tracked information is transmitted to
the processor, and the processor sends back a video represent-
ing the view and movement of the virtual camera within the
3-D environment. This video is displayed on the monitors on
the wall and the display (e.g., an eye piece) attached to the
physical camera 910.

Before the simulation of the virtual camera was made
available through different embodiments of the present inven-
tion described above, motion capture sessions (or animation
keytrame sessions) involved deciding where the cameras
were going to be positioned and directing the motion capture
actors (or animated characters) to move accordingly. How-
ever, with the availability of the techniques described above,
the position and angle of the cameras can be decided after the
motion capture session (or animation keyframe session) is
completed. Further, since the virtual camera simulation ses-
sion can be performed in real-time, multiple virtual camera
simulation sessions can be performed and recorded before
selecting a particular take that provides best camera move-
ment and angle. The sessions are recorded so that each session
can be evaluated and compared with respect to the movement
and angle of the camera. In some cases, multiple virtual
camera simulation sessions can be performed on each of the
several different motion capture sessions to select a best com-
bination.
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In another embodiment, a live action motion capture ses-
sion is integrated into the 3-D environment 100 in which the
virtual camera 102 is placed. In this embodiment, the move-
ment of the markers worn by actor(s) (not shown) are illumi-
nated by illumination sources 150 and recorded by digital
cameras 160. In an alternative embodiment, digital cameras
160 record the movement of the markers directly without the
need for illumination sources 150. The digital representation
ofactor(s) in motion in the 3-D environment is then integrated
into the generated scenes. Thus, in this embodiment, the
camera operator 120 views the created shots including the
motion captured actor(s) in the 3-D environment. In another
embodiment, multiple virtual camera simulation sessions are
performed in which a different live action motion capture
session is performed for each of the multiple virtual camera
simulation sessions.

In another embodiment, the physical camera setup is con-
figured on a dolly to move the camera in a smooth motion that
provides a feel for a realistic motion picture filming session.
In a further embodiment, the video camera 102 includes a
camera zooming control function which provides zooming
capability for varying or adjusting the placement of the virtual
camera in the 3-D environment. For example, the virtual
camera can be placed in an aerial or close-up view by using
this zooming control function. Thus, in one example, aerial
shots of the 3-D environment can be taken when the virtual
camera is placed in an aerial view. In another example, run-
ning close-up shots (e.g., with camera jitters) of the 3-D
environment can be taken when the camera is placed in a
close-up view. In this embodiment, the placement of the vir-
tual camerainthe 3-D environment can be adjusted so that the
position of the virtual camera can be scalable. For example,
the camera in the physical volume can be moved 3 feet to
move the virtual volume in the 3-D environment 3 feet or 3
miles, depending on the scale. The scalability allows creation
of wide variety of shots including helicopter shots, crane
shots, and hand held camera shots.

In these examples, a physical camera is placed in the hands
of'a camera operator to create cinematic shots desired by the
director, and to store the created cinematic shots into a com-
puter. Thus, these cinematic shots (i.e., shots made by a cam-
era operator) are created using post-processed motion capture
session scenes, computer-generated scenes, or film camera
scenes (i.e., scenes made from actor performances). This
allows the director to run multiple passes at creating cin-
ematic shots from the post-processed scenes until desired
shots are obtained without having the actors to perform mul-
tiple takes.

FIG. 4 is a flowchart 400 illustrating a process for simulat-
ing performance of a virtual camera operating inside scenes
generated for motion pictures and video games in accordance
with one embodiment. In the illustrated embodiment of FIG.
4, the scenes are generated, at box 410. The scenes are gen-
erated by capturing them with film cameras or motion capture
cameras, processed, and delivered to the physical camera
102. At box 420, the position and orientation of the camera
102 is tracked within a physical volume of space. As dis-
cussed above, in one example implementation, the position of
the camera 102 is tracked using position trackers 140 laid out
in a grid pattern 130 attached to the ceiling. Trackers 140 or
accelerometers/gyroscopes attached to the camera 102 can be
used to sense the orientation. The physical camera 102 is
tracked for position and orientation so that the position and
rotation of the camera 102 is properly simulated into the
movements of the virtual camera.

The virtual camera is then placed within the 3-D environ-
ment, at box 430, corresponding to the tracked position of the
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camera 102 within the physical volume of space 100. By
placing the virtual camera within the 3-D environment corre-
sponding to the tracked position of the camera 102, the cam-
era 102 is simulated as a virtual camera operating within the
3-D environment. Cinematic shots within the field of view
(FOV) of the virtual camera are captured, at box 440, using
inputs from the control functions of the physical camera 102
including its position and orientation. Thus, the FOV of the
virtual camera is measured in accordance with the tracked
orientation of the physical camera 102. The captured shots of
the 3-D environment captured with the virtual camera are
displayed, at box 450, for viewing. In the embodiments dis-
cussed above, the captured shots are either displayed on the
eye piece of the camera 102 and/or the monitors 110.

In an alternative embodiment, the entire camera tracking
setup within a physical volume of space is a game in which a
player plays the part of a camera operator following an action
generated within the game. The setup includes: a processor
for coordinating the game; a position tracker that can be
mounted on a ceiling; a direction tracker (e.g., accelerom-
eters, gyroscopes, etc.) coupled to the camera held by the
player; and a recording device coupled to the processor to
record the cinematic shots of the action shot by the player. In
one configuration, the processor is a game console such as
Sony Playstation®.

The description herein of the disclosed embodiments is
provided to enable any person skilled in the art to make or use
the invention. Numerous modifications to these embodiments
would be readily apparent to those skilled in the art, and the
principals defined herein can be applied to other embodi-
ments without departing from the spirit or scope of the inven-
tion. For example, although the specification describes simu-
lating the performance of the virtual camera using a physical
camera, any object that can be tracked can be used to simulate
the virtual camera. In another example, although the specifi-
cation describes simulating performance of a camera-like
object operating within the scenes generated for motion pic-
tures and video games, the object can be simulated to be
operating within other applications such as concerts, parties,
shows, and property viewings. In another example, more than
one physical object can be tracked to simulate interactions
between the objects (e.g., two cameras tracked to simulate a
fighting scene between two players, where each player has
different movement and angle of view). Thus, the invention is
not intended to be limited to the embodiments shown herein
but is to be accorded the widest scope consistent with the
principal and novel features disclosed herein.

Various implementations of the invention are realized in
electronic hardware, computer software, or combinations of
these technologies. Some implementations include one or
more computer programs executed by one or more computing
devices. In general, the computing device includes one or
more processors, one or more data-storage components (e.g.,
volatile or non-volatile memory modules and persistent opti-
cal and magnetic storage devices, such as hard and floppy disk
drives, CD-ROM drives, and magnetic tape drives), one or
more input devices (e.g., game controllers, mice and key-
boards), and one or more output devices (e.g., display
devices).

The computer programs include executable code that is
usually stored in a persistent storage medium and then copied
into memory at run-time. At least one processor executes the
code by retrieving program instructions from memory in a
prescribed order. When executing the program code, the com-
puter receives data from the input and/or storage devices,
performs operations on the data, and then delivers the result-
ing data to the output and/or storage devices.
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Those of skill in the art will appreciate that the various
illustrative modules and method steps described herein can be
implemented as electronic hardware, software, firmware or
combinations of the foregoing. To clearly illustrate this inter-
changeability of hardware and software, various illustrative
modules and method steps have been described herein gen-
erally in terms of their functionality. Whether such function-
ality is implemented as hardware or software depends upon
the particular application and design constraints imposed on
the overall system. Skilled persons can implement the
described functionality in varying ways for each particular
application, but such implementation decisions should not be
interpreted as causing a departure from the scope of the inven-
tion. In addition, the grouping of functions within a module or
step is for ease of description. Specific functions can be
moved from one module or step to another without departing
from the invention.

Additionally, the steps of a method or technique described
in connection with the implementations disclosed herein can
be embodied directly in hardware, in a software module
executed by a processor, or in a combination of the two. A
software module can reside in RAM memory, flash memory,
ROM memory, EPROM memory, EEPROM memory, regis-
ters, hard disk, a removable disk, a CD-ROM, or any other
form of storage medium including a network storage
medium. An example storage medium can be coupled to the
processor such that the processor can read information from,
and write information to, the storage medium. In the alterna-
tive, the storage medium can be integral to the processor. The
processor and the storage medium can also reside in an ASIC.

The invention claimed is:

1. A method for generating first person video sequences for
motion pictures and video games from previously recorded
scenes of a virtual 3-D environment, the method comprising:

simulating performance of a virtual camera operating

inside the previously recorded scenes, comprising:

tracking position and orientation of an object and one or
more characters within a physical volume of space,
wherein a display is coupled to the object;

placing and moving the virtual camera within the previ-
ously recorded scenes corresponding to the tracked
position of the object within the physical volume of
space;

capturing shots within the previously recorded scenes
from a field of view of the virtual camera, wherein the
field of view of the virtual camera is measured in
accordance with the tracked position and orientation
of the object; and

displaying the captured shots of the virtual 3-D environ-

ment captured with the virtual camera on the display
coupled to the object,

wherein the captured shots displayed on the display are

usable by an operator of the object to:

determine where and which direction to move the object;
and

enable the operator to move forward, away from, or
around the one or more characters within the captured
shots and the previously recorded scenes,

wherein the operator of the object interacts with other

actors and objects within the physical volume of space
and the previously recorded scenes to generate the first
person video sequences.

2. The method of claim 1, wherein the object is a physical
video camera having camera control functions including
zoom, focus, playback, and record.
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3. The method of claim 2, wherein one of the camera
control function includes a scalability control to adjust the
placement of the virtual camera in the virtual 3-D environ-
ment.

4. The method of claim 2, wherein the physical video
camera is configured on a dolly to move the camera in a
smooth motion that provides a feel for a realistic motion
picture filming session.

5. The method of claim 1, further comprising

generating the previously recorded scenes of the 3-D envi-

ronment for motion pictures and video games.

6. The method of claim 5, wherein the previously recorded
scenes of the 3-D environment are captured using film cam-
eras.

7. The method of claim 5, wherein the previously recorded
scenes of the virtual 3-D environment are captured in a
motion capture session.

8. The method of claim 7, further comprising

performing multiple virtual camera simulation sessions to

select a take that provides best camera movement and
angle,

wherein said simulating performance of a virtual camera is

a single virtual camera simulation session.

9. The method of claim 8, wherein the multiple virtual
camera simulation sessions are recorded so that each session
can be evaluated and compared.

10. The method of claim 8, further comprising

performing multiple motion capture sessions,

wherein multiple virtual camera simulation sessions are

performed for each of the multiple motion capture ses-
sions to select a take that provides best camera move-
ment and angle.

11. The method of claim 1, further comprising

integrating a live action motion capture session into the

previously recorded scenes of the virtual 3-D environ-
ment.

12. The method of claim 11, further comprising

performing multiple virtual camera simulation sessions in

which a different live action motion capture session is
performed for each of the multiple virtual camera simu-
lation sessions.

13. The method of claim 11, wherein said capturing shots
within a field of view of the virtual camera comprises

capturing shots of actors of the live action motion capture

session operating within the previously recorded scenes
of the virtual 3-D environment.

14. The method of claim 1, wherein the position of the
object is tracked using a plurality of position trackers.

15. The method of claim 1, wherein the orientation of the
object is tracked using at least one of accelerometers and
gyroscopes attached to the object.

16. The method of claim 1, wherein the captured shots of
the 3-D environment are displayed on at least one of an eye
piece of the object and monitors positioned on walls of the
physical volume of space.

17. A method for generating a first person video sequence
within previously recorded scenes of a virtual environment,
comprising:

tracking a physical camera to generate position and orien-

tation of the physical camera within a physical volume
of space;

simulating the movement of the virtual camera within the

virtual environment based on the generated position and
orientation of the physical camera, the virtual environ-
ment comprising a previously captured 3-D video
sequence;
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generating shots within a field of view of the virtual cam-
era, wherein the field of view of the virtual camera is
measured in accordance with the tracked position and
orientation of the physical camera; and

displaying the generated shots of the virtual environment

captured with the virtual camera on a display of the
physical camera,

using the generated shots displayed on the display of the

physical camera to: determine where and which direc-
tion to move the physical camera; and enable the camera
operator to move forward, away from, or around char-
acters and objects within the generated shots and previ-
ously captured 3-D video sequence,

interacting with other actors and objects within the physi-

cal volume of space and the virtual 3-D environment to
generate the first person video sequence.

18. The method of claim 17, further comprising

moving substantially freely within the virtual environment

to create cinematic shots by the camera operator.

19. The method of claim 17, wherein the video file includes
files for a video game.

20. The method of claim 17, wherein creating cinematic
shots includes capturing cinematic shots within a field of view
of the virtual camera,

wherein the field of view is measured with respect to the

position and orientation of the physical camera.

21. The method of claim 17, wherein the physical camera
has camera control functions including zoom, focus, play-
back, and record.

22. The method of claim 21, wherein one of the camera
control function includes a scalability control to adjust a field
of view of the virtual camera in the virtual environment.

23. The method of claim 17, further comprising

performing multiple virtual camera simulation sessions to

select a take that provides best camera movement and
angle,

wherein said simulating movement of a virtual camera is a

single virtual camera simulation session.

24. The method of claim 23, wherein the multiple virtual
camera simulation sessions are recorded so that each session
can be evaluated and compared.

25. The method of claim 23, further comprising

performing multiple motion capture sessions,

wherein multiple virtual camera simulation sessions are

performed for each of the multiple motion capture ses-
sions to select a take that provides best camera move-
ment and angle.

26. A system for generating a first person video sequence
within previously recorded scenes of a virtual environment,
comprising:

aposition tracker configured to track position of a physical

camera operating within a physical volume of space;
an orientation tracker configured to track orientation of the
physical camera within the physical volume of space;
aprocessor including a storage medium storing a computer
program comprising executable instructions that cause
said processor to:
track the physical camera to generate position and orien-
tation of the physical camera within the physical volume
of space;

simulate the movement of the virtual camera within the

previously recorded scenes based on the generated posi-
tion and orientation of the physical camera;

generate shots within a field of view of the virtual camera,

wherein the field of view of the virtual camera is mea-
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sured in accordance with the tracked position and orien-
tation of the physical camera within the previously
recorded scenes; and

adisplay coupled to the physical camera and configured to

display the generated shots of the virtual environment
captured with the virtual camera,

wherein the generated shots displayed on the display are

usable by an operator to: determine where and which
direction to move the physical camera; and enable the
camera operator to move forward, away from, or around
characters and objects within the generated shots and
previously recorded scenes,

wherein the camera operator of the object interacts with

other actors and objects within the physical volume of
space and the virtual environment to generate the first
person video sequence.

27. The system of claim 26, wherein said processor is a
game console configured to receive inputs from the physical
camera, the position tracker, and the orientation tracker.

28. The system of claim 26, wherein said orientation
tracker includes at least one of accelerometers and gyro-
scopes coupled to the physical camera.

29. The system of claim 26, wherein the display includes an
eye piece of the camera.

30. The system of claim 26, wherein the physical camera is
configured on a dolly to move the camera in a smooth motion
that provides a feel for a realistic motion picture filming
session.

31. The system of claim 26, wherein the physical camera
includes camera control functions including zoom, focus,
playback, and record.

32. The system of claim 26, wherein one of the camera
control function includes a scalability control to adjust the
placement of the virtual camera in the virtual environment.

33. A non-transitory computer-readable storage medium
storing a computer program for generating a first person
video sequence within previously recorded scenes ofa virtual
3-D environment, the computer program comprising execut-
able instructions that cause a computer to:

track position and orientation of an object and one or more

characters within a physical volume of space, wherein a
display is coupled to the object;

place and move the virtual camera within the previously

recorded scenes corresponding to the tracked position of
the object within the physical volume of space;

capture shots within a field of view of the virtual camera

within previously recorded scenes of the virtual 3-D
environment,

wherein the field of view of the virtual camera is measured

in accordance with the tracked position and orientation
of the object; and

display the captured shots of the virtual 3-D environment

captured with the virtual camera on the display coupled
to the object,

wherein the captured shots displayed on the display are

usable by an operator of the object to:

determine where and which direction to move the object;
and

enable the operator to move forward, away from, or
around the one or more characters within the captured
shots and the previously recorded scenes,

wherein the operator of the object interacts with other

actors and objects within the physical volume of space
and the virtual 3-D environment to generate the first
person video sequence.

34. The non-transitory computer-readable storage medium
of claim 33, further comprising
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executable instructions that cause a computer to generate
previously recorded scenes of the 3-D environment for
motion pictures and video games.

35. The non-transitory computer-readable storage medium
of claim 33, further comprising

executable instructions that cause a computer to integrate a

live action motion capture session into the previously
recorded scenes of the 3-D environment.

36. The non-transitory computer-readable storage medium
of claim 35, wherein executable instructions that cause a
computer to capture shots within a field of view of the virtual
camera comprise executable instructions that cause a com-
puter to

capture shots of actors of the live action motion capture

session operating within the previously recorded scenes
of the 3-D environment.

37. The non-transitory computer-readable storage medium
of claim 35, wherein executable instructions that cause a
computer to place the virtual camera within the 3-D environ-
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ment comprises executable instructions that cause a computer 20

to
adjust the placement of the virtual camera in the 3-D envi-
ronment using a camera zooming control function.

#* #* #* #* #*

12



